


A*STAR
The Agency for Science, Technology, and Research (A*STAR) Genome 
Institute of Singapore (GIS) has adopted the BeeGFS file system for 
their 288TB 15K SAS File System using the Dell PowerEdge R740. GIS 
is using InfiniBand FDR as the interconnect and 15K SAS drives. With 
BeeGFS A*STAR is able to fully utilize the bandwith made availble by 
the high speed InfiniBand interconnect.
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TSUBAME 3.0
Tokyo Institute of Technology TSUBAME3.0 utilizes 
Univa Grid Engine and BeeOND in an environment 
with 540 nodes, each with four Nvidia Tesla P100 
GPUs (2,160 total), two 14-core Intel Xeon Processor 
E5-2680 v4 (15,120 cores total), four Intel Omni-Path 
Architecture (Intel OPA) 100 Series host fabric 

adapters (2,160 ports total), and 2 TB of Intel SSD DC Product Family for NVMe 
storage devices.
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The Commonwealth Scientific and Industrial Research Organisation (CSIRO) has 
adopted BeeGFS file system for their 2PB all NVMe storage in Australia, making it 
one of the largest NVMe storage systems in the world. The storage hardware 
consists of 32 x Dell PowerEdge R740XD with 24 x 3.2TB NVMe per server. Using 
NVMe storage with the BeeGFS filesystem will remove their I/O bottleneck and 
provide better performance for projects such as “de-novo genomic sequence 
alignment and medical imaging analysis.”
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Container configuration 
and deployment tied to
Univa Grid Engine
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Allocated Resource

CPU 2Cores, NIC0, GPU1, 32GB Mem
CPU 8Cores, 64GB Mem
CPU 4 Cores, GPU0, 16GB Mem
CPU 8 Cores, 64GB Mem
CPU 4 Cores, NIC2&3, GPU2&3, 48G Mem

TSUBAME 3.0 Container-Based Fine-grained 
Spatial Resource Allocations of Fat Nodes

Resource Isolation via UGE Containers (future Docker etc.)
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AIST
Pacific Teck worked closely with the system integrator Fujitsu to understand 
and communicate the benefits of Univa Grid Engine and BeeOND with the 
end user. Thanks in part to Pacific Teck’s efforts, Univa Grid Engine and 
BeeOND were utilized in a similar project, Tsubame 3, and the end user had 
an interest in replicating those elements. The end user also had an interest 
in Singularity, for which Pacific Teck was able to make an introduction. 
Pacific Teck is also involved in post sales and acting as bridge between the 
vendors and system integrator. We also assisted with Univa Grid Engine 
managing Singularity containers to run MPI jobs in containers. BeeOND 
creates a temporary file system from NVMe in the compute nodes with a 
maximum capacity of about 1PB. The size utilized at a given time is 
determined when kicked off by Univa Grid Engine.
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